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ABSTRACT
We propose a novel technique of contextual meeting segmentation
for the task of meeting summarization. Unlike documents, meetings
often span over multiple topics spread throughout the course of the
meeting. In order to capture the true summary of the meeting, it is
important to capture the summary of each of the topics present in
the meeting, that is, segmenting the meetings into different topics to
generate summary for each of them. The segmentation approaches
existing today ignore the fact that the sentences belonging to the
same context can be continuous or non-continuous in nature. In this
work, we solve the problem of contextual meeting segmentation
using pointer mechanism to extract the related sentences from a
given meeting transcription without assuming that the sentences
are consecutive in nature. We use the widely used AMI meeting
dataset and a modified BLEU score as a metric for evaluation.
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1 INTRODUCTION
Unlike the well known domain of document summarization, where
the focus is on a single topic, meetings focus on multiple points
of discussion. A holistic meeting summary can be pictured as a
summary of the individual point of discussions in the meeting. The
extensive research in the domain of meeting summarization has
focused on partitioning the meetings into exclusive segments and
generating a summary for each of the segments. Zhu et al. [8], used
this technique by employing Segbot [3], a pointer network which
for a given start sentence, extracts the end sentence from a given set
of continuous sentences, such that all the sentences belong to one
context. This method however, fails to capture the sentences which
belong to the same context but are non-continuous in nature which
is a very common occurrence in real-world scenarios. Hang et al.
[7] on the other hand, used an unsupervised approach to cluster
the sentences contextually and in turn generated the summary for
each of the cluster. However, due to the unsupervised nature, this
approach fails to learn the contextual dependencies between the
sentences and in turn suffers from weak clusters.

In this work, we build an end-to-end pipeline for supervised
contextual meeting segmentation for continous and non-continous
context. That is, for a given meeting transcript, we extract the
sentences that are the part of the same topic. We use a novel concept
of sentence modeling to extract the sentences which might or might
not be consecutive in nature. For a given meeting transcript, first
we obtain the embedding (vectorized representation) for each of
the sentences. These embeddings are passed through an encoder-
decoder network. The encoder captures the temporal dependencies
between the sentences using a recurrent neural network (RNN). The
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decoder is a pointer network, which for a given sentence, extracts
all the other sentences which belong to the same context from the
meeting using pointing mechanism. For the scope of this project,
we have concentrated on extracting one topic for each meeting,
that is, the decoder receives the first sentence of the meeting and
extracts all the sentences with respect to the first sentence.

Our contribution in this work is two fold.
(1) Identifying an important problem statement of contextu-

ally segmenting the meeting such that both continuous and
non-continuous contexts are captured. This is important for
capturing holistic meeting summaries.

(2) Proposing a novel technique based on sentence modeling to
tackle the problem.

2 PROPOSED ARCHITECTURE
The proposed approach is an auto-regressive sentence model in
which given the history of sentences, the model extracts the next
best sentence from the given vocabulary. Here, for eachmeeting, the
sentences present in the transcription are treated as the vocabulary.
Fig. 1 presents the overview of the proposed architecture. The
encoder (𝐸) is a recurrent neural network (RNN) that takes sentence
embeddings denoted as 𝑆 = {𝑠1, 𝑠2, ...𝑠𝑛} as an input ∈ 𝑅𝑛𝑒×𝑛𝑠𝑖
and outputs the encoded representation of each of the sentences
∈ 𝑅𝑛𝑒×ℎ𝑒 , where 𝑛𝑒 is the number of sentences in the transcript,
𝑛𝑠𝑖 is the length of the sentence embedding 𝑠𝑖 , ℎ𝑒 is the number
of hidden units. The decoder (𝐷) is another RNN which at each
timestep 𝑡 , takes three inputs, the hidden state ℎ𝑑 (𝑡−1) , the context
vector 𝐶𝑉(𝑡−1) and the sentence embedding of the output 𝑂 (𝑡−1) .
At the time of training, the sentence embedding of the ‘ideal’ output
at (𝑡 − 1) is given instead of the predicted output (teacher forcing
[2]). The first decoder unit takes the hidden state of the last encoder
unit, zero vector (𝐶𝑉0) and the embedding of first sentence (𝑠𝑖 ) from
the meetings transcript as input.

The attention cell is a dense layer with the output dimension
of 𝑅𝑛𝑒×1. At each timestep 𝑡 of the decoder unit, the attention cell
takes 𝑎𝑡 as an input which is denoted as

𝑎𝑡 = ℎ𝑒 ⊕ ℎ𝑑𝑡 (1)

A softmax activation is applied on the attention cell output to
obtain the context vector (𝐶𝑉 ) which is the probability distribution
over all the sentences. An argmax operation then obtains the index
of the sentence with the highest probability (𝑂𝑡 ).

3 EXPERIMENTAL SETUP
3.1 AMI Dataset
We base our experiments on the widely used AMI [4] meetings
dataset. The dataset provides meetings transcript, audio recordings,
video recordings along with several ground truths. We use one of
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Figure 1: Proposed Model Architecture

the ground truthswhich contextually segments themeetingwithout
the assumption of continuous contexts. The dataset contains 139
meetings with a total of 283 defined topics across all the meetings.

3.2 Modified BLEU Score
BLEU [5] is a commonly used metric to measure the quality of
summaries. It measures the overlap between the words of the pre-
dicted and the actual output summary. For our experiments, we
have modified the BLEU metric to measure the overlap between
the extracted sentence indices and the expected sentence indices.

4 EXPERIMENTAL RESULTS
This section presents a comparitive analysis between the differ-
ent approaches taken to generate the sentence embeddings as an
input to the proposed pointer network. Table 1. presents the Modi-
fied BLEU score between the different approaches. Each of these
approaches are defined in the subsequent sub-sections.

Table 1: Modified BLEU scores on AMI dataset

Model EDGE USE WEDGE WUSE
Modified BLEU 0.25 0.14 0.32 0.37

4.1 GloVe Embeddings
Global Vectors (GloVe) [6] embedding is an unsupervised learning
algorithm for obtaining vector representations for words. Training
is performed on aggregated global word-word co-occurrence sta-
tistics from a corpus, and the resulting representations showcase
interesting linear substructures of the word vector space. These
are pre-trained embeddings released by Stanford. In this approach
(EDGE), we embed the individual words of each sentence using
the GloVe embeddings. The sentence embeddings are generated by
employing one of the two approaches.

(1) The average of the GloVe embedding of the individual words
in the sentence.

(2) Learning a data specific sentence embedding by adding a
dense layer on the average of GloVe word embeddings.

We obtain better results by adding the dense layer on the word
embeddings to learn the sentence emebedding. The dense layer

is added and learnt in an end-to-end fashion with the proposed
pointer mechanism. This enables the model to encode the sentences
in a form that captures the contextual relationship between the
sentences in a given meeting.

4.2 Universal Sentence Encoder
Universal Sentence Encoder (USE) [1] encodes text into high di-
mensional vectors that can be used for downstream tasks such as
text classification, semantic similarity, clustering and other natural
language tasks. The input to USE is a variable length English text
and it outputs a 512 dimensional vector. We use the USE to obtain
the sentence encoding for the input (USE) of the proposed pointer
network. USE is employed in two different fashions.

(1) As a direct input to the proposed pointer network.
(2) Adding a dense layer between the USE and the pointer net-

work to fine-tune the sentence embeddings. We obtain better
results with this approach.

4.3 Extending Datasets
The model is first trained on the AMI dataset. However, due to the
small sample size of the ground truth, the model fails to generalize
to the non-consecutive contextual sentences despite being able to
capture the consecutive sentences well. We scrape Wikipedia to
synthetically extend the dataset to a total of 470 data points. This
approach starts including sentences which are non-consecutive
in the output. Employing EDGE on the extended data (WEDGE)
improves the base result, however, shows a bias towards sentences
of lower indices. We obtain the best model (WUSE) by training
USE on the extended dataset.

5 CONCLUSION AND FUTUREWORK
In this work, we identify an important problem statement of con-
textual meeting segmentation. This is necessary for capturing a
holistic summary of the meeting transcriptions. We propose an
approach based on pointer mechanism (WUSE). In order to denote
its effectiveness, we compare it with three other architectures based
on our proposed approach. For the scope of this project, we have
focused on one context per meeting.

Currently we are extending this approach for multiple contexts
while working on the robustness of the proposed approach.
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